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Abstract

We assess the impact of nationwide minimum wages on employment throughout the whole
wage distribution by exploiting geographical variation in the level of wages à la Card (1992).
We find a substantial increase in wages at the bottom of the wage distribution, while we
detect a small, statistically insignificant negative effect on employment. Combining the
estimated change in the wage distribution with a tax and benefit micro-simulation model,
we show that the minimum wage generates considerable proportional income gains up to
the middle of the household income distribution.
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1. Introduction

There has been a revival of interest in minimum wage policy in recent years. Minimum wages
are seen as a central policy lever to boost wage growth at the bottom of the distribution, and
increasingly viewed as a tool to reduce in-work poverty and support low-income households.
Substantial increases in minimum wages have been implemented in several countries, including
the UK, Germany, Hungary, Poland and Spain. This makes it imperative to understand the
effect of minimum wages on employment, wages and household incomes.

A large number of studies have been conducted on the employment effects of minimum wages
(for reviews, see Neumark and Wascher, 2008; Belman and Wolfson, 2014; Dube, 2019a). How-
ever, there are relatively fewer studies on the effects of minimum wages across the wage
distribution, and how those translate into effects on household incomes. Notable recent ex-
ceptions include Cengiz et al. (2019) and Dube (2019b) studying the impact on wages and
household incomes in the US context, where the level of minimum wages is relatively low.

This paper proposes a new empirical methodology to estimate the impacts of the minimum
wage on employment and wages in a context in which a single minimum wage policy applies
to the entire country and no geographical variation in minimum wage rates is available. Our
method refines the regional variation approach pioneered by Card (1992). Similar to Card
(1992), we exploit differences in wage levels between areas, which, at least at the lower end of
the wage distribution, are likely to arise from variation in the general price level (i.e. living
costs), local aggregate productivity or local amenities. In addition, instead of simply calculating
the employment change for specific subgroups – such as teens in Card (1992) – we trace out
employment changes throughout the whole frequency distribution of wages as in Harasztosi
and Lindner (2019) and Cengiz et al. (2019).

To identify the effect of the policy over the wage distribution, we compare trends in employ-
ment between groups who would earn the same wage if they lived in the same area, but are
differentially exposed to the minimum wage because they live in different areas, which have
different regional wage premia. More specifically, we apply a difference-in-differences strategy
where we compare the employment change in a low-wage region to the employment change in
a high-wage region, for workers with similar skills. Since individuals living in higher-wage
regions are less exposed to the minimum wage, we can use their employment change as a
counterfactual for similarly skilled individuals living in lower-wage regions. By applying this
logic, we can estimate the impacts of the minimum wage on the number of jobs throughout the
whole wage distribution.

We apply this new methodology to study the impacts of the introduction of the National Living
Wage (NLW) in the UK, and its subsequent upratings, on the entire frequency distribution of
wages. Introduced in April 2016 with the goal of reaching two thirds of median wages by 2024,
the NLW increased the minimum wage by 7.5% in real terms, bringing the bite of the minimum
wage close to the international frontier (see Appendix Figure A1). We use data on wages from

1



the Annual Survey of Hours and Earnings (ASHE), a high-quality employer survey on earnings
and hours of employees in the UK, along with employment data from the Annual Population
Survey (APS).

We calculate the change in employment and wages by adding up ‘missing jobs’ just below the
new minimum wage, and ‘excess jobs’ at and slightly above it, in the spirit of Cengiz et al.
(2019). We find that, over the 2016-2019 period, the NLW generated strong wage compression at
the bottom of the wage distribution, with spillover effects on wages stretching up to at least
around the 20th percentile and with little dis-employment effects. We estimate an own-wage
elasticity of employment of -0.20 (std. error 0.32), which is in line with many estimates in the
literature and corroborates findings of previous work in the UK using other methods (Dube,
2019a). The vast majority of the estimated ‘action’ is at or a little above the NLW, giving us
confidence that we are picking up the impacts of the minimum wage itself.

In the second part of the paper, we use the estimated change in the frequency distribution of
wages to assess the distributional impact of the policy. To do that, we use the most detailed
micro-simulation model of the UK tax-transfer system (Waters, 2017) to estimate the effects of
the minimum wage on net household income, using high-quality household survey data from
the Family Resources Survey (FRS). The relationship between minimum wages and household
income is complicated. First, it depends on the location of minimum wage workers in the
household income distribution and the share of household income that their earnings make
up. Second, an increase in a worker’s earnings is often met with a rise in tax liability or a fall
in benefit entitlements. That means that — for some workers — the increase in net household
income might be considerably smaller than the increase in their gross earnings.

We find that the largest income gains of the minimum wage in cash terms go to the middle of
the household income distribution, where households with at least one minimum-wage worker
are most likely to be located and where marginal tax rates are substantially lower than at the
bottom of the distribution. At the same time, in proportional terms the impacts are similar for
the poorest households and middle income households. Our results, therefore, highlight that
the minimum wage provides considerable benefits up to the middle of the household income
distribution, with effects fading out quickly in the top half.

This finding is in contrast to reduced-form estimates from the US (Dube, 2019b), which find
strong effects on post-tax incomes at the bottom of the distribution, but not in the middle.
We document a number of reasons for the difference in distributional impacts in the UK and
US. First, minimum wage workers in the UK are concentrated in the middle of the household
income distribution, while in the US they are predominately located towards the bottom of the
distribution. Second, in the UK, minimum wage workers at the bottom of the distribution gain
less from minimum wage increases, because they work fewer hours and face higher marginal
tax rates than those further up the distribution. Third, individuals at the bottom of the income
distribution in the UK get less of their income from employee work, and a much higher share of
their earnings from self-employment, which is not covered by the minimum wage.
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There are multiple advantages of the methods we employ here and various ways in which we
refine the approaches used by previous research. The frequency-distribution method allows us
to assess the change in employment across the entire distribution of hourly wages, which has
several key advantages. Firstly, disaggregating the effect of the minimum wage by wage bin
increases statistical precision as it allows for an explicit focus on the part of the wage distribution
where the minimum wage is plausibly responsible for the changes observed. This is especially
important in the context of the UK where empirical strategies commonly employed often have
limited statistical power (Brewer, Crossley and Zilio, 2019). Secondly, the method provides an
in-built robustness check by revealing what is happening in the upper tail, where the minimum
wage would not be expected to have substantial effects. If the results suggest otherwise then
this is a hint that the identification assumptions are not satisfied.1 Third, the way in which
we identify our frequency-distribution estimates, using regional wage variation, refines the
traditional regional variation approach to estimating minimum wage effects pioneered by Card
(1992). Rather than assuming that all workers in one area offer a good counterfactual for all
workers in another area, our approach narrowly defines groups of similar workers – who
would earn the same in the absence of geographical variation in wages – and thus enables a
more careful comparison across similar workers. We highlight the empirical relevance of these
advantages by comparing estimates using our approach and the traditional regional variation
approach, and by providing a step-by-step bridging of the two.

Finally, we demonstrate that the granularity of the frequency-distribution approach – where
effects on the whole frequency distribution of wages are estimated – brings with it an additional
attraction. We can use the estimated changes across the hourly wage distribution to analyse
the distributional effects of the policy on household incomes. In applying this approach to the
study of the impacts of minimum wages on household incomes, we combine the advantages of
two hitherto distinct literatures – micro-simulations and reduced-form econometric approaches.
In particular, we retain a key benefit of micro-simulations, which is the ability to easily run
counterfactuals. At the same time, we incorporate key advantages of reduced-form methods,
since – by integrating the rich information on labour market impacts from the frequency-
distribution approach – we can account for non-mechanical effects of minimum wages, in
particular employment effects and wage spillovers induced by the policy.

Our paper contributes to a vast literature on the employment effects of the minimum wage.
Most of the US literature exploits methods based on state-level variation (Card and Krueger,
1994; 2000; Neumark and Wascher, 2008; Dube, Lester and Reich, 2010; Neumark, Salas and
Wascher, 2014; Cengiz et al., 2019), and more recently city-level variation (Dube and Lindner,
2021), with only a relatively small number of studies exploiting geographic variation in bite
(Card, 1992; Clemens and Wither, 2019). Conversely, methods based on variation in bite across
regions or demographic groups are largely applied in Europe, where most countries have
no sub-national variation in minimum wage rates. See, for instance, Stewart (2002), Dolton,
Bondibene and Wadsworth (2012), Dolton, Bondibene and Stops (2015) and Dube (2019a) for

1See Appendix B in Cengiz et al. (2019).
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the UK; Dustmann et al. (2021) for Germany; and Portugal and Cardoso (2006) for Portugal.
Appendix B provides a classification of studies of the employment effects of the minimum wage
in European countries, by method used for identification.

Our paper is also related to a smaller body of work examining the distributional effects of the
minimum wage, including impacts on the wage distribution (DiNardo, Fortin and Lemieux,
1996; Lee, 1999; Autor, Manning and Smith, 2016; Cengiz et al., 2019) and on the household
income distribution (Dube, 2019b).

The remainder of the paper is structured as follows. Section 2 describes the institutional context.
Section 3 details the methodology and data used for the estimation of the effects on labour
market outcomes, and Section 4 illustrates the related empirical results. The methodology used
to simulate impacts on household incomes is described in Section 5 and the simulation results
are reported in Section 6. Section 7 concludes.

2. Institutional context

We analyse the distributional consequences of minimum wages in the context of the UK, which
has increased the minimum wage substantially for most adults since 2016. The UK has had a
nationwide minimum wage in place since the National Minimum Wage (NMW) introduction
on April 1, 1999. As of March 2016, the NMW for adults aged 21+ was £6.70, with separate
rates for younger workers and apprentices. From April 2016, a new, higher minimum wage
rate was introduced for workers aged 25 and over, branded in the UK as the ‘National Living
Wage’ (NLW) – though it is simply a legal minimum wage in the same sense as previous
minimum wages. The minimum rates for younger workers and apprentices were unchanged.
Its introduction was announced on July 8, 2015 and it came into force on April 1, 2016. A
target for the NLW to achieve 60 percent of median wages by 2020 was also set at the time of
announcement.

Figure 1 plots the evolution of the minimum wage applying to workers aged 25 and over – the
NMW until March 2016 and the NLW thereafter – in real terms (panel A) and as a percentage of
the median wage (panel B). At the time of its introduction, the NLW was set at £7.20 an hour, an
increase of 7.5% from its previous level in both nominal and CPI-adjusted real terms. Overall,
the 17% real-terms increase in the minimum wage applying to those aged 25+ betweeen April
2015 and April 2019 led to an increase in its ‘bite’ relative to median wages of 7.3 percentage
points. That is larger than the 6.9 percentage point increase in the bite over the whole prior
16-year period since the UK’s minimum wage was introduced in 1999.2

2By April 2019, the NLW was £8.21 per hour. In comparison, the minimum wage for 21-24 year olds was £7.70 (6%
lower than the NLW), for 18-20 year olds was £6.15 (25% lower) and £4.35 for 16-17 year olds (47% lower).
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3. Employment and wage effects of the minimum wage: methodol-
ogy and data

3.1 Combining the regional variation and frequency-distribution approaches

In this and the following subsections, we illustrate our proposed empirical methodology to
estimate the impacts of the minimum wage on the frequency distribution of wages, in a setting
in which a single minimum wage policy applies across the entire country. We identify the effects
using a ‘regional variation’ approach that exploits geographic variation in wage levels, in the
tradition of Card (1992). We then nest the ‘regional variation’ approach into the ‘frequency-
distribution’ approach – pioneered by Cengiz et al. (2019) – to trace out the effect of the
minimum wage throughout the wage distribution. We start by summarising those approaches
and illustrating how we combine features of both. We then describe our methodology in detail.

Regional variation approach. A common approach for estimating the impacts of minimum
wages on employment is to exploit geographic variation in its bite. This approach can be
formalised with a statistical model, where, for any two time periods, employment changes in
location r are modeled as a function of the bite of the minimum wage in that region:

∆Ert = αBITErt−1 + γt + µrt (1)

where ∆Ert is the change in the employment rate (employment over the regional working age
population Nrt) in region r between time t− 1 and t, BITErt−1 is a measure of the ‘bite’ of the
minimum wage (e.g. the minimum wage as a fraction of the median wage in the region) in region
r at time t− 1, γt is the time effect and µrt is an error term. The key identifying assumption is a
‘common trends’ assumption that underlying employment trends across regions are unrelated
to the bite, i.e. they are similar in higher- and lower-bite regions.

A limitation of this approach is that, because it looks for effects on aggregate employment while
the minimum wage typically affects only a small portion of the labour market, statistical power
can be low. One can think of the problem as being one of a weak ‘first stage’: BITE is typically
associated only with very small changes in average wages, and so we should not expect a clear
signal when it comes to its impact on aggregate employment. This issue has been addressed
by focusing on subpopulations where the minimum wage is known to bite more, for example
among teenagers (Card, 1992), though naturally this limits external validity. Another alternative
is to further segment the population by demographics such as sex, age and skill level in order to
create additional variation in bite (Stewart, 2002; Dube, 2019a; Manning, 2021). This introduces
additional potential problems: namely, the estimated employment effects can be misleading
if the policy impact varies across demographic groups.3 Furthermore, when variation across

3With treatment effect heterogeneity, the estimated employment effects can be positive even if the employment
change is negative for all groups. To see that, consider a setting with four demographic groups: low and high skilled
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demographic groups is applied, it is unclear whether the estimated employment effects reflect
the impact of the policy on certain demographic groups or the overall impact on low wage jobs.

Frequency-distribution approach. The frequency-distribution approach proceeds on the ba-
sis that the effects of the minimum wage on wages and employment can be inferred from
changes in the frequency distribution of wages at the lower end of the wage distribution. A
higher minimum wage will directly affect jobs previously paid below the minimum: some
may be destroyed, some pushed at or above the minimum wage. And jobs previously paid at
or above the minimum may shift up the wage distribution via spillover effects, for example
because of firms’ desire to maintain pay differentials between different occupations, or between
supervisory and non-supervisory roles. Thus, a comparison between the frequency distribution
of wages observed under a minimum wage policy and a suitably-constructed counterfactual in
the absence of the policy will reveal a ‘missing’ mass below and an ‘excess’ mass at or above
the new minimum. This implicitly defines the total employment effect, which is the difference
between the missing and excess masses. Using this framework, the impacts of the minimum
wage on the wage distribution and employment are captured jointly in a fully integrated way.

Explicitly disaggregating estimated employment changes by wage bin brings several advan-
tages. First, by focusing on employment changes at the bottom of the wage distribution, we
can filter out shocks to employment in the upper tail of the distribution, on the basis that they
are more likely to be noise than signal with respect to the impacts of the minimum wage. This
could considerably improve statistical precision. Second, by estimating the impacts on employ-
ment in every wage bin, a kind of falsification check is automatically produced: significant
estimated effects on the number of jobs far up the wage distribution could suggest that the
identification strategy may be conflating impacts of the minimum wage with other differences
between treatment and control groups. The additional falsification test is especially valuable
given the notoriously fierce ongoing debates on the employment impacts of minimum wages
in the literature. Finally, estimating effects wage bin by wage bin paints a richer picture of the
policy’s effects – in particular by revealing the extent of wage spillover effects on low-wage
workers somewhat above the minimum wage. This can be exploited in order to estimate
comprehensively the distributional effects of minimum wages, as we show in the latter part of
this paper.

For identification, Cengiz et al. (2019) exploit variation in US state-level minimum wage legisla-
tion using 138 relatively large minimum wage changes occurring in the US over the 1979-2016
period. They implement a difference-in-differences design comparing changes in the frequency
distribution of wages before and after a minimum wage increase between states affected by

women and men. Suppose that the employment elasticity with respect to the minimum wage is substantially larger
for women, but the difference in exposure between low- and high-skilled women is small. At the same time, the
employment elasticity for men is small, but the exposure difference between low- and high-skilled men is large.
In this case, the standard difference-in-differences approach could yield a positive employment elasticity, as it
would pick up that the large exposure differences between men lead to small employment changes, while the small
exposure differences for women lead to large negative employment changes.
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the policy change and unaffected states. In the UK, like in many other countries (e.g. France,
Germany, Greece, Hungary, Ireland, Israel, the Netherlands, New Zealand, Poland and Spain),
no geographic variation in minimum wages applies. As we explain in more detail in the next
paragraph, for identification, we exploit regional variation in wage levels – and hence in the
bite of the minimum wage – in the spirit of a long line of empirical literature stretching back to
Card (1992) and including Stewart (2002); Dolton, Bondibene and Wadsworth (2012); Dolton,
Bondibene and Stops (2015); Ahlfeldt, Roth and Seidel (2018); Caliendo et al. (2018); Clemens
and Wither (2019); Dube (2019a); Schmitz (2019); Dustmann et al. (2021).

Nesting the regional and frequency-distribution approaches. Similar to the regional varia-
tion approach, our method exploits differences in wage levels between areas, which, at least at
the lower end of the wage distribution, are likely to arise from variation in the general price
level (i.e. living costs), local aggregate productivity or local amenities. This implies that we
can define narrow groups of similar workers who would be expected to be paid the same if
they lived in the same place, but whose actual wages -– and hence proximity to the minimum
wage — vary across areas due to regional differentials. In practice, workers belonging to the
same group – which we will label ’skill level’, as it could be thought of broadly as a skill group –
will receive higher nominal wages in high-wage than low-wage areas. This allows us to use
trends in the number of jobs in high-wage areas as counterfactuals for trends in the number
of jobs in lower-wage areas, effectively matching wage bins across areas that are equivalent
in real terms but – due to cost-of-living differences (or other price differences) – differentially
exposed to the national minimum wage. Since in practice no region is entirely unaffected by
a national minimum wage policy, our approach shares the characteristic of other ‘regional
variation’ approaches of identifying the relative effect of the minimum wage on employment in
lower-wage areas relative to higher-wage ones. Retrieving an absolute effect requires additional
assumptions that we describe below.

In our baseline specification, we define as high-wage areas those that are in the top decile of the
distribution of regional wage premia. We explain in more detail below how those premia are
calculated. For any employment change within any wage bin observed in a lower-wage area, we
can net off an estimated counterfactual change, which is identified from what happens in high-
wage areas to workers of the same ‘skill level’, but with different nominal wages. Aggregating
across low-wage regions yields the estimated impacts of the change in the minimum wage on
the frequency distribution of wages in those regions (in the relative sense described above). The
identifying assumption is that, absent minimum wage changes, employment changes for each
‘skill level’ would evolve in the same way across lower and higher wage regions.

Our methodology retains the advantages of the frequency-distribution approach, while adapting
it to be applied in a context with uniform national minimum wage policy. Viewed the other
way around, we refine the traditional regional variation approach and extensions of it. Those
approaches implicitly assume that the population of workers living in areas less affected by the
minimum wage are a good control group for the population of workers living in more affected
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areas. Our approach relies on a weaker assumption as it compares only narrowly defined
subsets of workers with similar skill levels living in different areas.

In addition to that, our approach differs from the traditional approaches that combine regional
with demographic variation in exposure to the minimum wage, since we do not exploit variation
across skill groups. The underlying idea of those traditional approaches is to exploit identifying
variation coming from skill-level differences across demographic groups, on top of variation
across locations. Our approach does not use such skill-level variation for identification per
se. Rather, it separately identifies the effect of the policy on workers of different skill levels.
As a result, our approach transparently shows which parts of the skill distribution drive the
estimated changes in employment. In Appendix C, we provide a step-by-step mapping from
our methodology to the regional variation approach.4

3.2 Methodology

To implement our approach we first need to define a skill level for each worker in our sample.
A skill level identifies workers who would earn the same wage if they lived in the same place at
the same point in time. This requires purging wages of place and time effects so that we can use
those transformed wage levels as indicators of skills. Then, we use a difference-in-differences
style framework to examine differential trends in employment by skill level across regions that
are more and less affected by the minimum wage. This delivers our estimates of the impacts of
the minimum wage. We describe both steps in turn below.

Purging wages of place and time effects. We have individual wage observations from across
the UK and across our sample period, and we want to assign each of those observations a
’skill level’. This requires purging wages of both place and time effects. For example, our data
includes individuals in Hull in 2016 and individuals in London in 2017. To know whether an
individual from the first group has the same skill level as an individual from the second group,
we need to know what wage the Hull-2016 observation would earn (i) if they were in London
rather than Hull and (ii) after applying expected wage growth over the 2016-2017 period.

To identify place effects, we run a Mincer-style regression of raw individual log wages ln w∗it on
location effects, year effects and individual controls. This is estimated using only pre-policy
reform data, pooled from 2012 to 2014, to avoid any confounding effect of the minimum wage
increase. Our regression specification is:

ln w∗it = ln δr(i,t) + θt + X′itβ + νit (2)

where X is a vector of individual and firm characteristics, ln δr(i,t) is the logarithm of the location-
specific relative pay premiums, θt is the year effect and νit is an error term. Covariates include
gender interacted with full-time/part-time status and age, 1-digit occupation, 1-digit industry

4We invite interested readers to go through Sections 3.2-4.1 before turning to Appendix C.
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and a dummy for being in a graduate job (based on the 4-digit SOC code). In some specifications
we also include person effects in the regressions. To account for the left censoring at the
minimum wage we use a Tobit as our benchmark specification. Estimates of (the logarithm) of
location effects (ln δr) – which we call regional ’wage premia’ – are shown in Figure 2.5

We implement the rest of the analysis using wages that are adjusted by average wage inflation
over time.6 From here on, our notation w∗it refers to raw wages and wit to wages adjusted for
time effects. Unless otherwise stated, our discussion will always refer to wages adjusted for
time effects.

Using our estimates of place effects ln δr, we can obtain (time and place) adjusted wages :

exp(ln wit − ln δr(i,t)) =
wit

δr(i,t)
(3)

We refer to this as ‘skill levels’. Workers with the same skill level would earn the same amount
if they lived in the same place at the same time.

Estimating the effect of the minimum wage on the frequency distribution of wages. Our
basic strategy is as follows. For any wage level in the low-wage (treated) locations, we use the
change in employment in high-wage (control) locations for workers of the same skill level as
counterfactual employment change. This allows us to trace out the impact of the minimum
wage across the wage distribution.

To build intuition, consider first a situation with two periods and two regions: region H is
the control (high-wage) region and region L is the treated (low-wage) region. We normalise
the wage premium in the treated region to δL = 1; in the control region the wage premium is
δH > 1. We are interested in the impact of the minimum wage below a given wage level w = c.
Let ∆EL(c) denote the change in total employment in the low-wage region at wages below c, as
a share of the population. To identify the impact of the minimum wage, we need to find the
counterfactual employment rate change at this wage level in the absence of the minimum wage,
∆EL(c)CF. We do this by finding the change in the employment rate of similarly skilled workers
in the high-wage region. A worker who in the low-wage region earns c, would earn cδH in the

5Our estimation of the regional wage premia raises two main concerns. The first one is that regression equation 2
does not account for unobserved differences in skill levels across locations. In Appendix D.2, we provide alternative
estimates of regional wage premia based on a two-way fixed effects estimation including individual fixed effects in
the regression. A second concern for the identification of regional wage premia is sorting of workers across regions
based on a (person-region) match component of wages. The presence of sorting would imply that our regression
equation 2 is misspecified and our estimate of ln δr biased. We formalize this issue and test its empirical relevance in
Appendix D.2.
6Part of the growth in average wages can be driven by changes in the minimum wage itself. To make sure that this is
not what drives our estimates, in our benchmark specification we control for the direct impact of the minimum wage
on average wage growth by estimating time effects using the following regression: ln w∗it = γr + βGAPr(i,t) + τt + εit,
where ln w∗irt is the raw log hourly wage of individual i in location r and year t, GAPr(i,t) is the mechanical increase
in average wages that the higher minimum wage would induce for workers in location r in year t relative to t− 1, τt
is the time trend that we want to extract and εit an error term. Appendix Table A1 reports the estimated coefficients
β and τt for different year-pairs in our sample. In Section 4.3, we assess the robustness of our results to estimating
wage trends without controlling for GAPr(i,t). This makes virtually no difference to our results.
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high-wage region. We therefore use the employment rate change below cδH in the high-wage
region as the counterfactual for the employment rate change below c in the low-wage region,
and we calculate the percent change in employment as follows:

DiDE(c) =
∆EL(c)− ∆EL(c)CF

EPOPt−1
=

∆EL(c)− ∆EH(cδH)

EPOPt−1
(4)

where ∆EL(c)− ∆EL(c)CF is the difference-in-differences employment rate change below c and
EPOPt−1 = limc→∞ Et−1(c) is the employment to population rate in the baseline period t− 1.
Notice that by dividing by the employment to population rate, we express employment changes
as a share of the pre-reform (national) employment.

In this simple two-region example, we can trace out the impacts of the minimum wage across
the entire wage distribution by estimating equation 4 for every level of c. For this difference-in-
differences strategy to identify the causal effect of the minimum wage on employment, we need
to assume that – absent changes in the minimum wage – employment rates would evolve in the
same way in the treated (low-wage) and control (high-wage) region, for every level of c. We
assess the validity of this ‘common trends’ assumption in Appendix D2.

Furthermore, the minimum wage should ideally not be binding in the control region. In practice,
though, there will be some jobs affected by the minimum wage even in the control (high-wage)
region. Our methodology does not allow us to identify the impact of the minimum wage on the
skill levels corresponding to those jobs. Indeed, the lack of a control group for workers that are
affected by the policy in both low- and high-wage regions implies that the effect of the policy
on those worker cannot be calculated without some extrapolation. While this is an important
limitation of our approach, it is a general feature of all empirical designs studying the impact of
nation-wide minimum wage changes.7

We now move away from the two-region example to our setting, where we have multiple
locations in each of the treatment and control regions, and multiple time periods. Let H and L
now refer to the set of high-wage (control) and low-wage (treated) locations respectively. Let
∆Ert(c) denote the change in employment rate below wage c for some treated locations r ∈ L
between time t− 1 and t. To create ∆Ert(c)CF, we calculate the following (population-weighted)
average over control locations of the change in the employment rate below the corresponding
skill level.

∆Ert(c)CF =
∑r′∈H ∆Er′t

(
δr′ c
δr

)
Nr′t−1

∑r′∈H Nr′t−1
(5)

where Nr′t−1 is the population in control location r′ at time t− 1.

For each wage level, we then take all treated locations and average over the difference between
actual and counterfactual employment rate changes, weighted by the pre-treatment population
in that location. The average effect of the minimum wage below wage c in treated locations at

7To alleviate this concern, in our empirical implementation we use very high wage locations as control group, as we
explain in more detail below.
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time t is therefore:

DiDEt(c) =
1

EPOPt−1

∑r′∈L(∆Er′t(c)− ∆Er′t(c)CF)Nr′t−1

∑r′∈L Nr′t−1
(6)

Empirical implementation. In practice, we implement the approach above by calculating
employment rate changes in discrete wage bins of £x, rather than calculating the cumulative
distribution function at different wage levels. Let ekrt denote the employment density in wage
bin k, which runs from k to k + x:

ekrt = Ert(k + x)− Ert(k) (7)

For every wage bin in every treated location, it is possible to find the range of skills exactly
corresponding to ekrt in every control location. By applying the same logic as in equation 6, this
leads to the following estimator of the employment change in wage bin k in treated locations:

DiDekt =
∑r′∈L(∆Er′t(k + x)− ∆Er′t(k + x)CF)Nr′t−1

EPOPt−1 ∑r′∈L Nr′t−1
− ∑r′∈L(∆Er′t(k)− ∆Er′t(k)CF)Nr′t−1

EPOPt−1 ∑r′∈L Nr′t−1

=
1

EPOPt−1

∑r′∈L(∆ekr′t − ∆eCF
kr′t)Nr′t−1

∑r′∈L Nr′t−1

(8)

where

∆eCF
krt = ∆Ert(k + x)CF − ∆Ert(k)CF

=
∑r′∈H

[
∆Er′t

(
δr′ (k+x)

δr

)
− ∆Er′t

(
δr′ k
δr

)]
Nr′t−1

∑r′∈H Nr′t−1

(9)

In essence, our proposed estimator for the wage bin specific employment rate change (∆ekt)
is the (population-weighted) average difference between the actual and the counterfactual
employment rate change (∆ekrt − ∆eCF

krt ) across low-wage locations.

We implement the above estimator using the following (population weighted) regression
specification:

∆ekrt − ∆eCF
krt

EPOPt−1
=

F

∑
f=F−x

α f I[k = f ] + ηkrt for r ∈ L (10)

where I[k = f ] is an indicator function taking the value one if wage bin k corresponds to values
between f and f + £x above the new minimum wage at time t, and is equal to zero otherwise.
We centre the wage bin indicators around the post-reform minimum wage so that the changes
in the distribution of wages are easy to visualise. We aggregate effects at the tails of the wage
distribution: we sum up all changes in wage bins below F, the post-reform minimum wage,
and all changes in wage bins above F, which we set at £15 above the new minimum wage. The
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α f coefficients show the estimated bin-by-bin change in the employment rate relative to the
new minimum wage, expressed as a share of the national employment rate. In our benchmark
specification, we implement regression equation 10 by pooling different years, which is why
our α f coefficients are not indexed by t.8

Approximation. Calculating the true counterfactual based on equation 9 is possible, but
computationally intensive. This is because for each wage bin in each treated region there is a
separate combination of wage bins in control regions covering workers of the same skill level.
As a result, we approximate the employment rate change in equation 9 in the following way.
First, we estimate the exact counterfactual employment change for each wage bin for a reference
region. Then, we approximate the counterfactual employment change for workers in wage bin
k and location r, by taking an average of the counterfactual employment changes calculated in
the first step among workers in the reference region who are of the same skill level as wage bin
k in r. We provide more details on the approximation in Appendix D.1.

Parametrisation of benchmark specification and bootstrapping. For our main estimates we
set x = 0.25, partitioning the wage distribution into wage bins k of £0.25 width. We define
high-wage locations (the control group) as those with wage premia in the top decile of the
distribution of ln δr(i,t), and low-wage locations (treated group) as those with premia in the
bottom nine deciles. In Section 4.3, we assess the sensitivity of our results to different bin widths
and definitions of control locations.

For statistical inference, we use a bootstrap procedure (with 100 replications). To allow for
clustering at the local level, we randomly draw locations (not individuals) with replacement.
The sample is then comprised of workers in those randomly drawn locations, with duplicates of
those in locations that were drawn multiple times. We bootstrap all steps in our methodology,
from the estimation of wage trends and local wage premia, to that of counterfactual employment
rate changes and the α f coefficients.

Calculating the employment effect. As in Cengiz et al. (2019), the set of α f coefficients can
be used to compute total employment effects of the minimum wage. The missing mass below
the new minimum wage can be computed as ∆b = ∑0

f=F−x α f and the excess mass above it

as ∆a = ∑F̃
f=0 α f . Since the α f coefficients identify changes in employment as a percent of

the pre-treatment national employment rate, the missing and excess mass can be interpreted
analogously. Their sum, which we define as ∆e = ∆a + ∆b, represents the total percentage
change in the employment rate due to the minimum wage. For our baseline estimates we set F̃
equal to the minimum wage (NLW) + £5, meaning that any employment changes occurring
more than £5 above the new minimum are not assumed to result from the minimum wage

8This step corresponds to further averaging equation 6 over time periods, which would lead to
∑t ∑r∈L(∆Ert(k)−∆Ert(k)CF)Nrt−1

∑t ∑r∈L Nrt−1
.
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change and do not contribute to ∆e. We show the sensitivity of our results to alternative
choices of F̃, and we also routinely report an estimate of ∆total = ∑∞

−∞ α f , which aggregates the
estimated α f over the entire support of the wage distribution. This is never far from our central
estimate of ∆e, which is reassuring evidence in favour of our identifying assumptions: it implies
that employment rate changes within given skill levels were very similar between treatment
and control regions whenever we look beyond the lower portion of the wage distribution.

A conceptual difference between our α f coefficients and those of Cengiz et al. (2019) is that
we estimate the effect on the employment rate in lower-wage regions relative to higher-wage
regions – not the absolute effect. This follows directly from the fact that the UK does not
provide geographic variation in minimum wage policy, so there are no geographic areas that
are completely ‘untreated’ which can be used as controls in order to identify absolute effects.
One can however recover absolute effects across the whole economy with some extrapolation,
as we explain below.

Calculating the employment elasticity. We compute the own-wage elasticity of employment
as the proportional change in employment for affected workers divided by the proportional
change in wages for affected workers. Our estimated α f coefficients are key inputs for this
calculation.

We approximate the proportional impact of the minimum wage on affected employment as
the relative change in employment as a share of baseline (given by ∑F̃

f=F−x α f ), divided by the
share of the workforce earning below the new minimum wage in the year before treatment
(b−1), across the whole population (i.e. both high and low wage regions).

%∆e−%∆eCF ≈ ∆e− ∆eCF

b−1
=

∑F̃
f=F α f

b−1
(11)

We use the estimated α f coefficients also to compute the proportional impact of the minimum
wage on the average wage of affected workers. We first calculate the proportional relative
effect of the minimum wage on the average wage of affected workers. We then divide that by
pre-policy average wages among affected workers, as illustrated in the following formula:

%∆w−%∆wCF ≈

wb−1+∑F̃
f=F−x( f+MW)α f

b−1+∑F̃
f=F−x α f

wb−1

b−1

− 1 (12)

Average wages are computed by taking the ratio of the total wage bill collected by affected
workers to the number of such workers. In the pre-policy period, the average wage is computed
as the ratio of the pre-period wage bill among those paid less than the new minimum wb−1
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divided by the share of the workforce earning below the new minimum b−1.9 This is the
denominator in formula 12.

To understand how the proportional relative effect of the minimum wage on the average wage
of affected workers is computed, it is useful to note that the minimum wage causes both the
wage bill and employment to change. The total wage bill collected by affected workers is
computed by summing the pre-policy wage bill wb−1 and the wage bill increase generated
by the minimum wage in low-wage regions relative to high-wage ones ∑F̃

f=F−x
(

f + MW
)

α f ,
where MW is the average wage in the bin where the minimum wage falls in the post-period.
This is then divided by the sum of the pre-policy number of workers paid below the new
minimum plus the relative increase in the number of affected workers in low- vs high-wage
regions b−1 + ∑F̃

f=F−x α f . The ratio of these two quantities gives us the numerator in formula 12.
The own-wage elasticity of employment is obtained by dividing the formula in 11 by that in 12.

Having estimated the wage elasticity of employment, we can also calculate the absolute effect
of the minimum wage on employment. To do this, we first estimate the absolute wage effect
of the minimum wage by comparing the wage distribution before and after a minimum wage
increase (uprating the earlier year using the τt from the specification illustrated in footnote 6).
Second, we multiply the absolute wage effect by the own-wage elasticity of employment to get
an estimate of the absolute change in employment.

3.3 Data and sample construction

Our primary data source for the analysis of the impacts of the National Living Wage (NLW) on
employment, wages and hours is the Annual Survey of Hours and Earnings (ASHE) for the
years from 2010 to 2019. A large-scale, employer-completed survey of earnings and hours of
employees in the UK, ASHE provides high-quality data on wages, hours, occupation, industry
and basic demographic characteristics at yearly frequency. The survey is collected in April of
each year.

In our empirical implementation, a region r is defined as a Travel-To-Work Area (TTWA).
TTWAs are statistically-defined geographic units that are constructed by the UK’s Office for
National Statistics, based on commuting flows, to approximate local labour markets. They
identify self-contained areas in which most people both live and work. Since ASHE is (weighted
to be) representative at the national level, but not at the local level, we rescale employment
counts in ASHE to match employment counts in the locally representative Annual Population
Survey (APS). We also use APS to get the working age population in each TTWA. We group
TTWAs with fewer than 200 observations in ASHE with their nearest neighbouring TTWA
based on observed commuting flows, so that each TTWA has at least 200 observations in any

9To compute wb−1, we deflate wages in each region with the reference being the average wage premium in the low
wage regions. In other words, wb−1 is in the price (wage) of the low wage regions. This makes it consistent with our
estimated α f .
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year in our data. This grouping gives us a total of 137 geographic areas. We check the sensitivity
of our results to different degrees of aggregation.

4. Employment and wage effects of the minimum wage: results

4.1 Main results

Figure 3 reports our main estimates of the effect of the NLW introduction and subsequent
uplifts on the frequency distribution of hourly wages from equation 10. Each dot represents our
estimate of employment changes – averaged over the four minimum wage increases from 2015
to 2019 – in each wage bin relative to the level of the new NLW in each of the years we consider.
For ease of visualisation, we plot wage bins of £1 width: these are linear combinations of the
£0.25 width wage bins (α f coefficients) estimated in regression equation 10.

The figure shows a clear and significant drop in jobs just below the NLW, indicating that, on
average, each increase in the minimum wage for those aged 25+ between 2015 and 2019 led
to a fall in employment below the NLW of 5.44% (std. error 0.22%) of total employment in
the previous year (∆b). We also find a large increase in the number of jobs at, or within £1 of,
the new minimum wage (approximately 4.5% of pre-treatment employment) and at wages
slightly higher than the NLW, with spillovers stretching up to around £2 above it. This is
around the 20th percentile of hourly wages, which is broadly consistent with evidence of wage
spillovers from minimum wages found previously (Cengiz et al., 2019; Harkness and Avram,
2019; Autor, Manning and Smith, 2016). Our point estimates also indicate some small and
statistically insignificant spillovers up to around £5 above the NLW.

To compute the total employment effect, we add up all employment changes up to £5 above the
NLW (∆a + ∆b). The missing (∆b) and excess (∆a) masses are of almost identical size in absolute
value, so the total employment effect is -0.11% (std. error 0.16%) of pre-treatment employment –
a very small decline which is not statistically significant.

We calculate the own-wage employment elasticity using the formula described in Section 3.2.
Our central estimate is -0.20 (std. error 0.32) – a small effect, which is in line with several other
estimates in the literature (Dube, 2019a), including previous studies in the UK (Stewart, 2004;
Dube, 2019a; Manning, 2021). The 95% confidence interval allows us to rule out an employment
elasticity that is more negative than -0.83. As a result, we can rule out the large employment
effects that would be implied by some other estimates in the minimum wage literature (Dube,
2019a).

It is also worth highlighting that here and throughout we report cluster-bootstrapped standard
errors, where we allow for clustering at the regional level. Since we bootstrap all estimation
steps in our analysis – including the estimation of wage trends and regional wage premia,
on top of counterfactual wage changes and the α f coefficients – our standard errors are more
conservative than in similar studies in the literature. Indeed, estimates of the minimum wage
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bite are typically not bootstrapped in studies based on the regional-bite approach. Panel A
of Table 1 reports our main estimates with bootstrapped standard errors and robust standard
errors clustered at the TTWA level. The less conservative approach leads to a substantially more
precise estimate, which allows us to rule out even modest negative employment effects of the
policy.

The grey line in Figure 3 shows the running total of employment changes up to that point in the
distribution. For example, at £5 above the NLW, the grey line represents the implied estimate of
the impact of an increase in the NLW on the number of jobs paid at or below £5 above the new
NLW. The running sum is consistent with an employment effect that is close to zero, as is our
estimate of the effect over the entire wage distribution (∆total = 0.25%, std. error 0.31%). The
fact that the frequency-distribution approach forces transparency over those changes offers a
placebo test, given that the minimum wage would not be expected to have material effects far
up the wage distribution. In short, this is reassuring with respect to our identifying assumption
of parallel trends between low-wage and high-wage regions, increasing confidence that the
effects we obtain at the bottom of the distribution are just driven by the NLW. We provide
further evidence corroborating the validity of our identification assumption in Appendix D.2.

Appendix Figure A2 shows the estimated effect of the NLW introduction and all subsequent
uplifts using data from just 2015 and 2019. That is, instead of pooling data for each of the four
uplifts, we estimate the ‘long difference’ from 2015 to 2019. Unlike simply pooling the four
analyses of year-to-year changes, this specification allows for some lagged adjustments to be
captured – for example, delayed effects on firm exit and hence employment from the 2016 NLW
which would only show up in 2018 or 2019. The employment change up to £5 of the NLW is
estimated at -0.42%, which is in fact very close to four times the estimated average effect from
pooling the four consecutive-year periods. This estimate is more imprecise however (std. error
0.68%), because it uses much less data than our central estimates which effectively pool the
results from four different minimum wage increases.

4.2 Identification tests

We summarize here the set of assumptions underlying our methodology and the identification
tests that we run to assess their validity, and we refer the reader to Appendix D.2 for a more
detailed discussion.

Stability of regional wage premia and correlation with NLW bite. Our definition of skill
levels is based on local wage premia estimated in the pre-policy period. This definition rests
on the assumption that our estimated ln δr are stable over time and are not affected by the
NLW introduction. Both conditions are shown to be supported by the data (Panels A and B of
Appendix Figure D1). In addition, we document that our definition of ’treatment’ and ’control’
regions is indeed capturing differential exposure to the NLW (Panel C of Appendix Figure D1).
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Accounting for unobserved individual heterogeneity in the estimation of wage premia. One
limitation of our Mincerian specification in equation 2 is that it does not account for unobserved
individual heterogeneity. We can deal with this issue by including person effects in the regres-
sion and estimating regional wage premia in an ’AKM-style’ specification. The regional wage
premia estimated using the AKM specification and the Mincerian specification in equation 2 are
highly correlated (Panel A of Appendix Figure D2). To minimize the risk of limited-mobility
bias, we also derive an alternative measure of the AKM premia by grouping TTWAs into 30
groups. The grouped AKM premia are also highly correlated with the Mincerian regional wage
premia (Panel B of Appendix Figure D2). In Section 4.3, we will show robustness of our main
estimates of the employment effects of the minimum wage to using AKM and grouped-AKM
rather than Mincerian regional wage premia.

Sorting bias in the estimation of wage premia. A potential concern for the identification of
regional wage premia based on estimating regression equation 2 is sorting of workers across
regions based on an idiosyncratic match component of wages. In the presence of sorting, the
regression equation 2 would be misspecified and our estimate of ln δr would be biased. In
Appendix D.2, we test for and find no indication of the presence of sorting bias.

Validity of ‘common trends’ assumption. Our difference-in-differences strategy rests on a
‘common trends’ assumption that, absent changes in the minimum wage, employment rates
in each ‘skill level’ would evolve in the same way across lower and higher wage regions. As
we already noted in Section 4.1, the fact that we do not see differential employment changes
between treated and control regions in the upper tail of the wage distribution is reassuring in
this respect. Of course, the absence of differential trends at the top of the wage distribution
does not entirely rule out differences at the bottom of the wage distribution. Appendix Figure
D4 reproduces estimates from regression equation 10 using pre-NLW years 2011 to 2015, and
taking the 2016 to 2019 NLW rates as placebo minima in each year (from 2012) respectively.
This placebo test yields a close-to-zero employment effect throughout the wage distribution,
corroborating the assumption of no differential trends.

Impact of the minimum wage in the control group. Even though ideally we would like
the minimum wage not to be binding in the control regions, in practice, some jobs will be
affected by the minimum wage even in the control (high-wage) regions. As we already noted in
Section 3.1, this implies that our estimates can identify the relative effect of the minimum wage
in lower wage versus higher wage regions. This is an important limitation of our approach
that is a general feature of empirical designs studying nation-wide minimum wage changes.
Nevertheless, as we document in Appendix Figure D5, the minimum wage did not have an
impact on total employment in the control regions, suggesting that our relative estimates are
unlikely to differ substantially from the overall impact of the policy.
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4.3 Robustness checks

Robustness to parametrisation. We now turn to assessing the robustness of our main esti-
mates to different specification choices in the implementation of our frequency distribution
approach. Results are shown in Table 1, which reports estimates of the missing mass, the
total employment effect, and the own-wage elasticity of employment, for a battery of different
parametrisations. For reference, our headline estimates are reported in panel A of Table 1.

Panel B shows robustness to the choice of wage bin width (x), where we rerun the analysis using
bins of £0.10 or £0.50 instead of £0.25. In panel C, we vary the level of geographical aggregation
of TTWAs, changing the sample size threshold below which we group neighbouring TTWAs to
100 and 400 observations instead of 200. Panel D varies the F̃ cutoff for the calculation of ∆a
to £4 and £6, rather than £5. In panel E, we show robustness to changes in the specification
used for the estimation of wage premia and wage growth. In one variant, we estimate wage
premia from regression equation 2 using only the bottom half of the wage distribution in each
region.10 In a second variant, we estimate wage premia using an AKM regression on movers
across TTWAs rather than a Mincerian regression (Abowd, Kramarz and Margolis, 1999). In
a third variation, we estimate wage premia using an AKM regression on grouped TTWAs. In
a fourth one, we drop industry and occupation controls from our Mincerian specification in
regression equation 2. In a fifth one, we estimate regression equation 2 on full-time workers
only. In a sixth one, we use an OLS rather than a Tobit model. In a seventh one, we estimate
the specification in footnote 6 without the GAP control. Panel F shows estimates for different
definitions of treatment and control regions. We start by restricting the set of treated regions
to those in the bottom two deciles of the regional wage premia distribution. We then alter the
definition of both treatment and control regions, by comparing regions in the bottom 8 deciles
to regions in the top 2 deciles. We also run the main specification excluding London from the
set of control regions.11

Overall, the estimates from the alternative specifications are similar to our baseline estimates.
Point estimates for missing jobs below the new NLW are within 0.5 percentage points of our
main estimate across all specifications except for the one using AKM-estimated wage premia on
grouped TTWAs and the one using only regions in the bottom two deciles as treated. In all cases
the estimated employment effect is small and not statistically significant. Estimates of the own-
wage elasticity almost always allow us to rule out very large elasticities (for example, Neumark
and Wascher (2008) argue that the own-wage elasticity can easily be -1 or -2). The biggest
difference to the point estimate of the elasticity comes when we use regional wage premia
estimated using only the bottom half of the wage distribution, or using an AKM regression, but

10To define the subgroup of workers with wages in the bottom half of the wage distribution, we estimate regression
equation 2 using observations over the entire wage distribution and use the estimated coefficients – with the
exception of the estimated location effects ln δr – to predict individual wages. We then estimate our new ln δr from
regression equation 2 on the bottom half of the distribution of predicted wages.

11Note that the specifications with different control regions would not be expected to have the same ∆a and ∆b
as the main specification since the difference between treatment and control regions is smaller in the alternative
specification than in the main one. Therefore this robustness check is mainly informative for the elasticity it delivers.
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these approaches also lead to imprecise estimates. This is due to that fact that our sample size is
too small to obtain a precise enough estimate of the wage premia.

Effects on 16-64 year olds. All the estimates we illustrated so far are based on the sample
of individuals aged 25-64, that is the age group which the NLW legally applies to. Yet, there
are reasons to believe that people under the age of 25 could be impacted too. They were not
legally affected by the NLW over the period studied here, but there are various ways in which
they could be affected in practice. These could include ‘downward wage spillovers’ if firms
avoid implementing the age-related pay differentials that the legal minima would allow, due
for example to administrative costs or constraints, or fairness concerns (Giupponi and Machin,
2023). As this would effectively represent an increase in labour cost for the under-25s, one
might see impacts on employment in that age group as a result. Alternatively, to the extent that
the NLW makes under-25s cheaper to employ than older workers, labour substitution might act
to increase their employment rates and, in turn, their wages. The choice between education and
work is also important for young people and may be impacted by minimum wage policy.

To jointly capture this wide range of factors, we apply our approach to examine effects on
individuals aged 16 to 64. Appendix Figure A3 reports estimates of employment changes
around the NLW as a share of the pre-treatment employment rate among 16-64s, using local
wage premia from regression equation 2 also estimated on the 16-64 population.12 Our estimates
of the fall in employment below the NLW (5.36%, std. error 0.21%) and of the total employment
effect up to £5 above the NLW (-0.06%, std. error 0.20%) are marginally smaller in absolute
value than those found for 25-64 year olds. The own wage employment elasticity is -0.10 (std.
error 0.34). These results suggest that the wages of under-25s were positively impacted by
the introduction of the NLW and subsequent uplifts. This is consistent with previous studies
that show positive wage spillovers of the NLW for younger workers, potentially reflecting
employer preferences for fairness (Giupponi and Machin, 2023). Our estimates also suggest
that the overall employment effect of the NLW for the under-25s was either broadly neutral or
positive.

4.4 Heterogeneity analysis

In this section we study heterogeneity in the effects that the minimum wage has on wages and
employment by gender and age. To this end, we use equation 10 to estimate the effect of the
NLW on the frequency distribution of wages for each subgroup, normalised to the pre-treatment
employment rate of that subgroup. Panel B of Table 2 shows the estimates separately by gender.
The fall in employment below the NLW, and the corresponding rise at (or just above) it, is more
pronounced for women than for men. This is expected given that women are more likely to
be on low wages. The point estimate of the total employment change up to £5 of the NLW is
slightly positive for men (0.22%, std. error 0.18%) and slightly negative for women (-0.47%,

12Wages are deflated using time trends estimated on the 16-64 population too. See footnote 6 for details.

19



std. error 0.23%). The negative effect for women is just statistically significant at the 95% level.
Results by different age groups among the 25+ population are shown in panel C of Table 2.
Estimated effects on employment for 35-54 and 55-64 year olds are small and not statistically
significant. Effects are somewhat more negative but highly imprecisely estimated for 25-34 year
olds.

5. Effects on the household income distribution: methodology and
data

5.1 From hourly wages to household income

The role of minimum wage policy in tackling poverty or inequality in living standards, as
opposed to just individual labour market outcomes, is a central policy question, yet a difficult
one to answer (Dube, 2019b). The relationship between changes in wages and changes in the
household income distribution is complicated by a range of factors, including hours of work,
incomes of other household members, and interactions with the tax and benefit system. Hours
of work determine how a change in wages will translate into a change in earnings, though the
relationship is complicated by the fact that minimum wage increases may itself cause changes
in hours worked and in the likelihood of remaining employed. Moreover, the impact of the
minimum wage on the household income distribution is sensitive to whom individuals affected
by the minimum wage live with, for two reasons. Firstly, households with more affected earners
will be more impacted by changes to wages than households with only one. Secondly, the
net incomes of all household members, including earnings after tax, benefits and investment
income, will partly determine where affected earners rank in the household income distribution.

The UK has an individually assessed system of income and earnings taxation, and a system
of cash transfers which is – for those of working age – overwhelmingly means-tested against
family-level income and financial assets. This includes an extensive system of in-work, but
means-tested transfers, mostly through tax credits which, in the UK, are really just cash transfers
by another name. While the UK has by no means the most generous set of transfer entitlements
in the developed world, the safety net is considerably more comprehensive than in the US, where
the distributional impacts of minimum wages on net incomes have been studied previously
(Dube, 2019b). This context is important for the analysis that will follow: many of those
minimum wage workers who have low household incomes are in receipt of income-related
transfers, which get reduced when earnings increase; conversely taxes rise when earnings
increase. Thus, the tax and benefit system shapes the impact of the NLW on household incomes;
an increase in earnings caused by an NLW increase will not all feed into household income, as
taxes and the withdrawal of benefits reduce the pass-through. Similarly, a decrease in earnings
caused by any dis-employment effects will be partially mitigated by tax decreases and benefit
increases. Appendix Figure A4 shows the median marginal tax rate for low-wage workers in
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each household income decile (defined among households with at least one 25-64 year old).
Those in the lower net household income deciles, which contain high proportions of low wage
earners, have higher marginal tax rates, due to withdrawal of means-tested benefits. Therefore
any given wage increase for workers in those deciles will, on average, result in lower income
rises than for workers in higher net household income deciles.

Another important factor determining the distributional consequences of the NLW is the
mapping from the individual wage distribution to the household income distribution, which
is influenced by hours of work, the incomes of other household members, and the tax and
benefit system. We illustrate this relationship in Appendix Figure A5. This figure shows, for
each individual wage decile, the proportion of workers living in each household income decile
(defined among households with at least one 25-64 year old). Whilst the highest wage earners
are very likely to have high household incomes, with more than 90% being in the top three
household income deciles, the lowest decile of wage earners are spread across most of the
household income distribution, with approximately 35% lying in the bottom third and over 50%
in the middle 40% of the distribution. However, if we restrict the sample to working households,
a majority of the lowest decile of wage earners lie in the bottom 30% of the household income
distribution (see Appendix Figure A6).13

Previous studies have often used simulation approaches in order to estimate the impacts
of minimum wage increases on household incomes (Brewer and Agostini, 2017; Sabia and
Burkhauser, 2010). The typical approach is to take household survey data collected shortly
prior to a minimum wage hike, and to simulate an increase in some workers’ earnings based
on the assumption that those with a wage below the new minimum will see their wage rise to
that level. Because these workers are observed together with the rest of their household, and
their income sources, this allows for a simulation of the effects by household income. Often a
tax-benefit micro-simulation tool is used in order to account for interactions between earnings
and the tax and transfer system, arriving at a more accurate estimate of impacts on net – i.e.
post taxes and transfers – income. This is particularly important in institutional settings where
income-related transfers, especially those for working households, are widespread, as in the
UK.

Microsimulation has advantages, such as the ability to explicitly decompose the impacts on net
household incomes, or to explore alternative scenarios by changing the inputs to the simulation.
For example, one can isolate the impact of the existing tax-transfer system, or simulate the
effect under an alternative one. That could be particularly useful in addressing external validity
concerns, for example when trying to understand the implications of results in one country
for another, or how a potential reform to taxes or transfers would interact with the impacts of
minimum wages. A reduced form empirical approach that tried to directly estimate the impacts
of minimum wages on household incomes could not do this.

13Working households are defined as households with at least one member with positive earnings from employment.
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However, the simulation approaches used thus far have three main limitations (Dube, 2019b).
First, they must make an assumption about the impact of the minimum wage on employment
and hours worked. Typically the assumption is that there is no effect. A notable exception is
Sabia and Burkhauser (2010), who refine this aspect, by importing an out-of-sample employment
elasticity from previous literature. Whether an out-of-sample elasticity is appropriate in the
setting where one is simulating a minimum wage increase for is, of course, an open question.
Second, simulation approaches must also make an assumption about wage spillovers above the
new minimum, and non-compliance below it. Again usually the assumption is that there are
none of either. Third, measurement error in hourly wages (or in other sources of household
income), which is common in the household survey data on which these studies typically rely,
can weaken the measured relationship between a worker’s hourly wage and household income.
This will tend to attenuate any distributional impact of minimum wages by household income.

The first two of these limitations are similar: essentially, simulation approaches have only
captured the mechanical effects of minimum wage increases – or have had to introduce further
assumptions in order to try to capture non-mechanical effects. We can address these limitations
by taking advantage of one key, yet previously unexploited feature of the frequency-distribution
approach. Specifically, we can use estimates of the impact of the minimum wage on the
whole frequency distribution of wages to simulate non-mechanical effects on employment and
wages. In combination with a careful strategy for addressing measurement error in hourly
wages (described in Appendix E), this means we can address all the traditional limitations of
simulation-based approaches while retaining their advantages.

The basic steps we take are the following: (i) we take detailed survey data on households’
income from before the introduction of the NLW; (ii) we impute hourly wages in the data to
account for measurement error; (iii) we change some workers’ status to unemployed, reflecting
the dis-employment effects of the NLW that we estimate with our frequency-distribution
approach; (iv) using the same estimates, we change hourly wages to account for estimated
wage effects of the NLW; and, finally, (v) we use a tax-benefit microsimulator to calculate net
household incomes. We describe these steps in more detail below.14

5.2 Data and sample construction

Our main data source is the Family Resources Survey (FRS), an annual cross-sectional survey of
around 20,000 households which forms the basis of the UK’s official household income statistics
and contains detailed information on household characteristics and incomes. We use FRS data

14A different approach in the spirit of Dube (2019b) would directly assess the impact of the minimum wage on
household incomes by comparing households in high and low paid regions. We do not do this for two reasons.
First, the data we use on household incomes is too small a sample to allow us to split it into fine geographic areas.
Second, even if we had access to a larger sample, our approach has some distinctive merits to the direct approach. In
practice, a large number of factors affect benefit entitlements and thus household incomes. Since minimum wages
will only have a relatively small impact on most households’ income, small changes in the tax code could bias the
estimates substantially. Differential trends across areas in family composition or housing costs could have large
effects on household income estimates, while having a limited impact on our labour market estimates.
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from October 2014 to September 2015, and uprate financial variables (principally earnings
and rent) to 2016 prices.15 The national minimum wage was constant over that period, at the
same level observed in the 2015 ASHE data used as baseline year in our frequency-distribution
estimates. We use only households with at least one person aged 25-64, leaving us with 13,463
households.

5.3 Addressing measurement error in hourly wages

For most employees in the FRS, we observe weekly or monthly earnings and weekly hours of
work. One can compute a ‘derived’ hourly wage by simply dividing one by the other. As is well
known, the distribution of derived hourly wages in survey data often contains an implausibly
large number of low values, and few workers at precisely the minimum wage, just as one
would expect if there is measurement error in the derived hourly wage (Skinner et al., 2002).
Appendix Figure E1 reports the hourly wage distribution in the FRS (October 2014 to September
2015) and ASHE (April 2015). A comparison of the two distributions highlights the presence
of measurement error in the FRS. In Appendix E, we provide a detailed discussion of the
challenges that measurement error in hourly wages poses for our simulation and the approach
we adopt to correct for it.

5.4 Simulating impacts on household income

Imputing employment effects. Our central estimates from the frequency-distribution analysis
implied a small, though not statistically significant, dis-employment effect. To simulate the
effect of this, we randomly select the applicable fraction of workers who earn at or below the
new minimum wage, and set their earnings to zero. This assumes that a worker who would
have earned just £0.01 less than the new minimum wage is as likely to lose their job as a worker
who would have been on the pre-reform minimum wage. We test the sensitivity of our results
to instead randomly selecting only from the workers who would have earned no more than the
previous minimum wage. The results are essentially unchanged when we do this.

Imputing wage effects. Having simulated employment effects, we then simulate wage changes
to account for the mechanical effect of the NLW – bringing those who earn below the NLW
to the new minimum – and spillover effects – causing some wages to increase beyond the
NLW. The first step is to calculate the post-policy cumulative distribution function of wages
which is induced by the NLW. This distribution follows mathematically from the baseline FRS
distribution of wages (after adjusting for measurement error) and the frequency-distribution

15To be consistent with the frequency-distribution analysis, we use τ2016 from the specification in footnote 6 to uprate
earnings. For other financial variables we use official price indices, such as average rents.
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estimates from the estimation of employment and wage effects.16,17 We call this the ’target’
distribution. We then modify the wages of workers in our sample to conform to this target
distribution. To do this we make a ‘no re-ranking’ assumption, meaning we assume that the
NLW does not cause a worker who would otherwise have had a wage strictly lower than
another worker to end up with a wage strictly higher than her. Hence, given their baseline
wage rank, we simply change each worker’s wage to be equal to the wage level at that same
rank in the target distribution.

Calculating net household incomes. The above steps simulate the impact of the minimum
wage on individuals’ employment status and wages in a household survey dataset. One can
then use tax-transfer micro-simulation to account for the knock-on effects of earnings changes
on taxes paid and transfers received, accounting for all the relevant demographic and economic
characteristics of the household. We do this using TAXBEN, the IFS tax-benefit microsimulator,
which is the most detailed micro-simulation model of the UK tax-transfer system (Waters, 2017).
We use the parameters of the 2016-17 system, as we are simulating the impacts of the NLW
reforms between 2015 and 2019.

Not all households claim the means-tested transfers that they are entitled to. A simulation that
took no account of that would overstate the interactions between minimum wages and the
transfer system. Therefore, if a household did not report receiving a benefit in the survey even
though they appear to have been entitled based on their characteristics, we assume that they
continue not to take up that benefit in our simulation.18 In a relatively small number of cases,
households gain entitlement to a transfer as a result of the simulated impacts of the minimum
wage on labour market outcomes. In those cases we cannot use reported take-up as a guide.
Instead, we obtain a predicted probability of take-up based on parameter estimates from a
logistic regression of take-up status on entitlement amount, work status, family type and age.19

We then randomly assign take-up using that household-specific probability.20

A household consists of all people who occupy a housing unit regardless of relationship. We
show how results differ if we take the income sharing unit to be narrower than the whole
household. Specifically, we replicate our analysis using what is sometimes known in the UK
as a ’benefit unit’, or more commonly in the US as a ’tax unit’, which is an individual, any

16For this exercise we require absolute, rather than relative, estimates of the effect of the NLW on each wage bin. To
get this, we multiply our estimates of α f from regression equation 10 by the ratio of the overall absolute employment
effect to the overall relative employment effect. See Section 3.2 under ‘Calculating the employment elasticity’ for
details on how we retrieve the absolute employment effect. This is equivalent to assuming that the shape of the
effect of the NLW (but not the magnitude) is the same across high and low wage regions.

17We assume that within each £0.25 wage bin the distribution of wages stays the same, except for the bin that spans
the range between the NLW and the NLW +£0.25. We base the distribution of the latter on the observed hourly
wages in the bin around the October 2014 minimum wage in the base data.
18The exception is that we assume full take-up of child benefits, since child benefit take-up rates are over 95%.
19We classify families by four categories: couples and singles, with and without children.
20A caveat is that self-reported take-up in survey data tends to imply lower overall benefit spending than adminis-
trative records. In recent years about 18% of all benefit spending is estimated to be ’missing’ in the FRS data (Corlett,
2021). As a robustness check, we also ran the analysis under the assumption of full take-up. The key conclusions are
unchanged.
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cohabiting or married partner, and any children. We define this alternative income sharing unit
as family. Under this definition, for example, students living together would not be assumed
to share income, and neither would an adult living with their parents. Brewer and Agostini
(2017) show that the distributional impact of minimum wages can differ somewhat depending
on what the income sharing unit is assumed to be.

6. Effects on the household income distribution: results

We now turn to the effects of the National Living Wage on household incomes. We simulate
the impact on net household incomes of the employment and wage effects of a £1 increase in
the NLW, based on the employment and wage effects estimated from our baseline frequency-
distribution specification for those aged 25-64 shown in Figure 3.21

Figure 4 shows the simulated distributional effect of the NLW across the household income
distribution. We focus on households containing someone aged 25 to 64, and partition those
households into deciles of income.22 The bars separately show the effect on net income (income
after taxes and benefits) and net tax payments (taxes minus benefits). The two together sum
to the effect on gross household earnings. The line plotted on the right hand axis shows the
proportional impact on net income. The graph also shows the average level and proportional
impacts across all households in the sample (most rightward estimates).

On average, a £1 NLW increase raises net household incomes across households with someone
aged between 25 and 64 by 0.31%. Around a third of the increase in pre-tax earnings is offset by
reduced income-related benefits or higher taxes. Those clawbacks are even higher, reaching
almost half of the total increase in pre-tax earnings, in the second and third income deciles,
where many workers’ households are receiving means-tested benefits which are quite rapidly
withdrawn as earnings increase.23 This limits the effect of the NLW on poorer households’
income. The proportional effect of the NLW is broadly flat across the bottom half or so of the
distribution. Effects taper off fairly quickly as we move above the middle of the distribution,
but it is worth noting that even in the eighth decile the proportional effect is still about half of
that seen in the second.

A few basic numbers from the simulation underlying Figure 4 help to illustrate the key mech-
anisms at work and to explain the scale of effects. The average increase in earnings among
existing minimum wage workers is £30.68 per week, not accounting for spillovers or dis-

21The FRS data we use cover the period when the National Minimum Wage was £6.50. We simulate an increase to
£7.50.
22We assign households to income deciles based on their household equivalised income, using the OECD-modified
equivalence scale, before the introduction of the NLW. We compute changes in household incomes, with the
household as the unit of analysis.

23The bottom decile includes a significant number of households who are not in receipt of benefits – perhaps because
they are not entitled in virtue of having significant assets, or because they are not claiming benefits they are entitled
to. This means that they see relatively less of the NLW gross earnings gain clawed back via lower benefits when
their earnings increase.
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employment effects. After accounting for taxes and reductions in means-tested benefits, this
leads to an increase in net household income of £21.60 per week. Average household income
among minimum wage workers is £585 per week, meaning that the increase in income resulting
from the minimum wage is 3.7% on average. But only 3% of working-age households contain a
minimum wage worker. Even in the third and fourth deciles, where minimum wage workers are
most common, only 5% of households have a minimum wage worker. This explains the much
more modest effects on household incomes when averaged across the population, illustrated in
Figure 4.

Part of the reason that the impact of the NLW is somewhat muted among poorer households
is that many do not have anyone in work and so cannot gain from the NLW increase. If one
looks only at working households – which may be the more relevant population for policy-
makers thinking specifically about minimum wage policy, especially if employment effects of
the minimum wage are small – then a more progressive picture emerges. Among working
households, 4% have a minimum wage worker. The highest concentration of minimum wage
workers is in the lowest decile, where the number rises to 8.5%. As can be seen in Figure 5, the
poorest 30% of working households each see proportional gains of around 1%. Effects then
steadily decline as one moves further up the distribution.

One of the arguments for the NLW applying only to workers aged 25 and over was that it
would be better targeted to minimum wage workers in poor households. Indeed, a teenager
paid the minimum is more likely to be in a richer household than an older worker also paid at
the minimum. We inspect this argument by running a mechanical simulation, in which we raise
the wages of all employees aged 16-64 up to the NLW, and compare it to the same mechanical
simulation for the 25-64. The results reported in Appendix Figure A7 show that the gains in
income in the 16-64 scenario are almost twice as large as in the 25-64 one, as one would expect.
In addition, it does seem that the 16-64 scenario is less progressive than the 25-64 one. For
example, the gains to the second and third deciles are around 70% to 75% higher, whereas gains
in the middle are 100% higher, and gains for the ninth and tenth deciles are over 200% higher.
The 25-age restriction thus seems to improve the distributional targeting of the policy.

Thus far we have been analysing effects at the household level. An alternative approach is to
assume that families or benefit units are the unit of income sharing, and analyse effects at the
family level, as discussed in Section 5.4. This matters because 35% of families with a minimum
wage worker live in a household with another family. Among this group, on average the
minimum wage family accounts for 52% of the household income. Appendix Figure A8 shows
the average effect of NLW increases on family incomes (among all families, not just those in
work). In cash terms the patterns are little smaller than those seen at the household level in
Figure 4. However the proportional effect is substantially more progressive. This reflects the
fact that the lowest income families have considerably less income than the lowest income
households on average.
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One advantage of our simulation approach is that we are able to decompose the total effect
on incomes into different components. Figure 6 builds up to the overall effect seen in Figure 4
in several stages. We begin with the ‘mechanical’ effect: the impact on incomes from simply
increasing wages for those paid under the NLW up to the NLW level (this is what is typically
done in extant simulation exercises). To do this, we essentially apply the procedure described
in Section 5.4, except rather than using our estimated impacts on employment in each wage bin,
we simply move those observed earning under the NLW up to the NLW. In order to incorporate
spillovers - but not disemployment effects - we impute a post-policy frequency distribution
of wages based on the pre-policy distribution and the parameter estimates from Section 4.
However, we make a simple adjustment to those parameter estimates in order to purge them
of the implied dis-employment effects and isolate only the marginal effect of the spillovers.
Namely, we add the estimated number of displaced workers back in to the wage bin that starts
at the level of the post-policy NLW. This number is found by summing over all employment
changes up to £5 above the NLW. We then incorporate the dis-employment effect to recover the
total estimated effect shown in Figure 4.

The spillovers are estimated to have a large effect, approximately half of the direct mechanical
change in most deciles. Spillover effects are larger in the bottom six deciles of the distribution,
reflecting the fact that workers benefiting from spillover are mostly located in those deciles and
higher wage earners tend to be in higher income households. This amplifies the distributional
effect for middle income households. The dis-employment effects have reasonably similar
effects across the distribution, though slightly bigger towards the bottom where more workers
are directly affected by the NLW and so at risk of job loss.

Comparison with evidence on impacts on household income in the United States. A com-
parison of the distributional impacts of minimum wages in the US and the UK reveals that
minimum wage policies have a much more progressive impact in the US than in the UK. Our
evidence for the UK indicates that the most significant gains from minimum wage rises go to
the middle of the working-age household income distribution, certainly in cash and to some
extent in percentage terms (Figure 4). This is different from what has been found for the US.
Using US Current Population Survey (CPS) data from 1984 to 2013, Dube (2019b) documents
substantial and statistically significant positive effects of minimum wage increases on family
income post taxes and transfers for percentiles between the seventh and twentieth, declining
sharply to around zero by the thirty-fifth percentile.24 In Appendix F, we provide some context
on minimum wage workers and their location in the household income distribution in the two
countries, which can help explain these differences. We summarise the evidence here and refer
the reader to Appendix F for more details.

A first reason for the observed differences is that, in the UK, minimum wage workers tend to
be concentrated in the middle of the household income distribution, while in the US they are

24See Figures 5 and 6 in Dube (2019b).
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predominantly located towards the bottom of the distribution (Appendix Figure F1). This seems
to be explained by the fact that – because of transfers and other sources of household incomes –
there is less of a correspondence between household earnings and household income in the UK
compared to the US (Appendix Figure F2).25 A second reason for the discrepancy is that, in the
UK (but not the US), minimum wage workers at the bottom of the income distribution are less
likely to gain from minimum wage increases, because they work fewer hours (Appendix Figure
F3) and face higher marginal tax rates (Appendix Figure F4) than those higher up the income
distribution. Finally, individuals at the bottom of the income distribution in the UK get less of
their income from work (Appendix Figure F5), and a much higher share of their total earnings
comes from self-employment, which is not covered by the minimum wage (Appendix Figure
F6).

7. Conclusion

We have examined the effects that the introduction of the UK’s National Living Wage has had
on wages, employment, and households’ incomes, covering the period between the introduc-
tion of the NLW and the last pre-pandemic uprating – that is, 2015 to 2019. To do this, we
have developed a new approach to estimating the effects of a minimum wage on wages and
employment. We have built on the ’frequency-distribution’ approach pioneered by Harasztosi
and Lindner (2019) and Cengiz et al. (2019), and have applied it to a context where there is no
within-country variation in minimum wage policy, by exploiting wage differences between
different parts of the country. We estimate the impacts of the NLW on the number of jobs within
each wage bin, meaning that we jointly capture both employment and wage effects in a single,
internally consistent framework.

In addition, the estimates of the effects of a higher minimum wage on employment and wages,
combined with a tax and benefit micro-simulation model, and household survey data, allow
us to study the impacts of the NLW on the distribution of household income. Our approach
enables us to account not only for employment and spillover effects onto those with higher
wages, but the interactions between wages, taxes paid, and benefits and tax credits received.
We can identify the relative importance of each of these mechanisms in terms of the effect of the
minimum wage on household incomes.

We find that the NLW and its increases up to 2019 had substantial effects on wages towards the
bottom of the wage distribution. Averaging across the four increases of the minimum wage
for those aged 25+ that we consider (i.e. in April of 2016, 2017, 2018 and 2019), we estimate
that each increase caused a reduction in the number of people paid below the new NLW of a
magnitude equivalent to around 5.4% of employees. We find statistically significant increases
in the number of jobs not only at the new NLW, but also up to around £2 per hour above it

25Conversely, it does not seem to be the case that minimum wage workers are more likely to live with someone with
higher hourly wages in the UK than in the US.
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(approximately the 20th percentile of hourly wages) – indicating ’spillover’ effects on the wages
of some employees above the minimum.

Our central estimate of the impact of these minimum wage rises on employment is negative but
small and not statistically significant. Averaging across each of the four increases, we estimate
that each increase reduced employment by 0.1% of the pre-policy workforce in lower-wage
regions relative to high-wage regions, with a 95% confidence interval spanning -0.5% to +0.2%.
Hence we can rule out large effects with high confidence. The finding of small, negative and
statistically insignificant employment effects is consistent across alternative specifications. There
is some evidence of more negative impacts on employment of women than men. Under-25 year
olds were also affected, with large positive ‘spillover effects’ onto their wages.

Looking at the effects of the minimum wage rises on household incomes, we find that the
biggest cash gains go to the middle of the working-age household income distribution. In
proportional terms, a roughly similar effect is felt in the bottom half of the distribution with
impacts fading out in the top half. If we look only at households working before the introduction
of the NLW, however, both the cash and proportional impacts are more progressive, with the
largest proportional increases at the bottom and steadily declining effects above that. Our results
also quantify the distributional impacts from spillovers and disemployment effects. We show
that such effects - especially spillovers - play an important role in shaping the distributional
implications of the minimum wage.
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Figures and tables

Figure 1. REAL MINIMUM WAGE RATE AND MINIMUM WAGE BITE, 1999-2019
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B. Minimum wage bite (minimum wage as a percent of median wage)
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Notes: Panel A reports the CPI-adjusted level of the UK adult minimum wage applying to workers aged 25 and
over from April 1999 to April 2019. Panel B reports the adult minimum wage bite, i.e. the adult minimum wage rate
as a percent of the median wage. The dashed red line corresponds to the National Living Wage (NLW) introduction
on April 1, 2016.
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Figure 2. ESTIMATED WAGE PREMIA

Notes: The graph reports estimates of ln δr from regression equation2 (solid circles) using data from 2012 to 2014.
The capped vertical bars show the 95% confidence interval based on robust standard errors clustered at the TTWA
level. Estimates in blue refer to regions in the bottom nine deciles of the distribution of wage premia (treatment
group), grey ones to regions in the the top decile of the distribution (control group).
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Figure 3. IMPACT OF THE MINIMUM WAGE ON THE WAGE DISTRIBUTION: BASELINE ESTIMATES

ON WORKERS AGED 25-64

Notes: The graph reports linear combinations of estimates of the coefficients α f from regression equation 10 of the
effect of the NLW introduction and subsequent uplifts on the frequency distribution of hourly wages. The sample
includes individuals aged 25-64. Each dot represents our estimate of employment changes – averaged over the four
minimum wage increases from 2015 to 2019 – in each £1 wage bin relative to the level of the new NLW in each of the
years we consider. The £1 wage bins are linear combinations of the £0.25 wage bins (α f coefficients) estimated in
regression equation 10. Employment rate changes are normalised by the baseline national employment rate, so that
the sum of the effects across all wage bins can be interpreted as the total percentage change in employment arising
from the change in the minimum wage. Estimated effects in wage bins below the new NLW, as well as in wage bins
more than £15 above the NLW, are aggregated in one single point estimate. The grey line shows the running total of
employment changes up to that point in the distribution. The vertical bars underlying the dots and the shaded area
around the grey line show the bootstrapped 95% confidence intervals associated to the relevant estimate. The graph
also reports estimates of the terms ∆b (the percent change in employment below the new NLW), ∆e = ∆a + ∆b
(the percent change in employment up to £5 above the new NLW) and ∆total = ∆a′ + ∆b (the percent change in
employment over the entire wage distribution), with bootstrapped standard errors in parenthesis. Estimates of the
own-wage employment elasticity and its sub-components – the percentage change in affected employment and
affected wages – are also reported. See Section 3.2 for further details on these statistics.
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Figure 4. IMPACT OF THE MINIMUM WAGE ON HOUSEHOLD INCOMES: DECOMPOSITION BY

INCOME SOURCE

Notes: The graph reports the simulated distributional effect of a £1 increase in the NLW on household income. The
vertical bars separately show the cash effect on net income (income after taxes and benefits in green) and net tax
payments (taxes minus benefits in yellow). The two together sum to the cash effect on gross household earnings
(left axis). The line plotted on the right axis shows the proportional impact on net income. The graph also shows
the average level and proportional impacts across all households in the sample (most rightward bar and cross
respectively). The sample includes households with at least one person aged 25-64. Households are ranked based
on pre-NLW income in this sample. Income is equivalised and net of taxes and benefits.
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Figure 5. IMPACT OF THE MINIMUM WAGE ON HOUSEHOLD INCOMES OF WORKING HOUSE-
HOLDS: DECOMPOSITION BY INCOME SOURCE

Notes: The graph reports the simulated distributional effect of a £1 increase in the NLW on household income. The
vertical bars separately show the cash effect on net income (income after taxes and benefits in green) and net tax
payments (taxes minus benefits in yellow). The two together sum to the cash effect on gross household earnings
(left axis). The line plotted on the right axis shows the proportional impact on net income. The graph also shows
the average level and proportional impacts across all households in the sample (most rightward bar and cross
respectively). The sample includes households with at least one person aged 25-64, and at least one person who is
in work prior to the introduction of the NLW. Households are ranked based on pre-NLW income in this sample.
Income is equivalised and net of taxes and benefits.
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Figure 6. IMPACT OF THE MINIMUM WAGE ON HOUSEHOLD INCOMES: DECOMPOSITION BY

SOURCE OF RESPONSE

Notes: The graph reports the simulated distributional effect of a £1 increase in the NLW on household income by
source of response. The mechanical change is the result of increasing wages of those previously earning below the
NLW to the NLW. The mechanical + spillovers effect accounts for changes in the wage distribution as a result of
the NLW, stripping out dis-employment effects. The total change incorporates the full set of effects as estimated in
Figure 3, that is the mechanical effect, spillovers and dis-employment effects.The graph also shows proportional
impacts across all households in the sample (most rightward crosses). The sample includes households with at least
one person aged 25-64. Households are ranked based on pre-NLW income in this sample. Income is equivalised and
net of taxes and benefits.
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Table 1. IMPACT OF THE MINIMUM WAGE ON THE WAGE DISTRIBUTION: ROBUSTNESS CHECKS

∆b ∆a + ∆b Elasticity
Est. S.E. Est. S.E. Est. S.E.
(1) (2) (3) (4) (5) (6)

Panel A. Main specification
Main specification bootstrapped std. err. -5.44% 0.22% -0.11% 0.16% -0.20 0.32
Main specification clustered std. err. -5.44% 0.17% -0.11% 0.11% -0.20 0.14

Panel B. Bin width
£0.10 -5.47% 0.28% -0.10% 0.16% -0.22 0.41
£0.50 -5.51% 0.24% -0.18% 0.20% -0.26 0.34

Panel C. Threshold for grouping TTWAs
100 observations -5.48% 0.21% -0.07% 0.16% -0.13 0.35
400 observations -5.32% 0.29% -0.05% 0.19% -0.10 0.40

Panel D. Cutoff for calculation of ∆a
F̃ = 4 -5.44% 0.22% -0.18% 0.16% -0.38 0.36
F̃ = 6 -5.44% 0.22% -0.01% 0.15% -0.02 0.29

Panel E. Estimation of wage premia and wage growth
Bottom half of distribution -4.91% 0.36% -0.16% 0.16% -0.39 0.60
AKM (includes person effects) -5.15% 0.42% -0.20% 0.26% -0.48 4.08
Grouped-AKM (includes person effects) -6.87% 1.09% -0.23% 0.46% -0.36 0.75
No industry/occupation controls -5.61% 0.28% -0.20% 0.18% -0.37 0.37
Only full-time workers -5.50% 0.22% -0.13% 0.15% -0.24 0.31
OLS estimation -5.40% 0.23% -0.09% 0.16% -0.17 0.32
Alternative adjustment to time effects -5.07% 0.23% -0.07% 0.15% -0.15 0.37

Panel F. Treatment and control regions
Bottom 2 deciles as treatment -6.86% 0.36% -0.15% 0.22% -0.22 0.34
Top 2 deciles as control -5.60% 0.26% -0.15% 0.14% -0.28 0.31
Excluding London -5.36% 0.30% -0.10% 0.23% -0.19 0.50

Notes: The table reports estimates of ∆b (the percent change in employment below the new NLW), ∆e = ∆a + ∆b (the
percent change in employment up to £5 above the new NLW) and the own-wage employment elasticity for a set of
different parametrisations of regression equation 10. Estimates are averaged over the four minimum wage increases from
2015 to 2019. Columns (1), (3) and (5) report our central estimates; columns (2), (4) and (6) the bootstrapped standard
errors. See Section 3.2 for further details on these statistics. Panel A reports baseline estimates from Figure 3 with
bootstrapped standard errors and analogous estimates with robust standard errors clustered at the TTWA level. Panel B
shows robustness to the choice of wage bin width (x), where we rerun the analysis bins of £0.10 and £0.50 instead of
£0.25. Panel C varies the level of geographical aggregation of TTWAs, changing the sample size threshold below which
we group neighbouring travel to work areas to 100 and 400 observations instead of 200. Panel D varies the F̃ cutoff for
the calculation of ∆a to £4 and £6, rather than £5. Panel E shows robustness to changes in the specification used for
the estimation of wage premia and wage growth. In one variant, we estimate wage premia from regression equation 2
using only the bottom half of the wage distribution in each region. In a second, we estimate wage premia using an AKM
regression (including person and location effects) rather than a Mincerian regression. In a third variation, we estimate
wage premia using an AKM regression (including person and location effects) on grouped TTWAs. In a fourth one,
we drop industry and occupation controls from our Mincerian specification in regression equation 2. In a fifth one, we
estimate regression equation 2 on full-time workers only. In a sixth one, we use an OLS rather than a Tobit model. In a
seventh one, we estimate the specification in footnote 6 without the GAP control. Panel F shows estimates for different
definitions of treatment and control regions. Instead of comparing the bottom 9 deciles of regional wage premia to the
top decile, we compare: (i) regions in the first 2 deciles (treated) to the top decile (control); (ii) regions in the bottom
8 deciles (treated) to the top 2 deciles (control). We also run the main specification excluding London from the set of
control regions.

38



Table 2. IMPACT OF THE MINIMUM WAGE ON THE WAGE DISTRIBUTION: HETEROGENEOUS

EFFECTS

∆b ∆a + ∆b Elasticity
Est. S.E. Est. S.E. Est. S.E.
(1) (2) (3) (4) (5) (6)

Panel A. Main specification
Main specification -5.44% 0.22% -0.11% 0.16% -0.20 0.32

Panel B. Gender
Women -7.39% 0.31% -0.47% 0.23% -0.69 0.38
Men -3.55% 0.19% 0.22% 0.18% 0.61 0.48

Panel C. Age group
Young (25-34) -6.40% 0.28% -0.66% 0.56% -1.54 2.89
Mid-age (35-54) -4.77% 0.25% -0.07% 0.19% -0.15 0.52
Old (55-64) -6.59% 0.43% -0.25% 0.72% -0.35 0.99

Notes: The table reports estimates of ∆b (the percent change in employment
below the new NLW), ∆e = ∆a + ∆b (the percent change in employment up to
£5 above the new NLW) and the own-wage employment elasticity for a set of dif-
ferent demographic groups over which regression equation 10 is estimated. The
frequency distribution of wages for each demographic subgroup is normalised
to the pre-treatment employment rate of that subgroup. Estimates are averaged
over the four minimum wage increases from 2015 to 2019. Columns (1), (3) and
(5) report our central estimates; columns (2), (4) and (6) report the bootstrapped
standard errors. See Section 3.2 for further details on these statistics. Panel A
reports baseline estimates from Figure 3. Panel B shows heterogeneity by gender
and panel C by age group.
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